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#### Abstract

Ionization probabilities of imaging gas molscules under field ion microscope conditions are calculated and compared with previous calculated and experimental results. It is shown that it is necessary to include the possibility of ionization before reaching the region close to the sample in the calculation of the curves rather than just considering the local ionization rate constant as was done previously. The presence of structure on these curves, not related to resonance states, is also shown and is interpreted as being the result of the local enhancement of the electric field close to the surface and of the cut-off of the potential barrier at points very close to the sample.


## 1. Introduction

The local electric field and its variation along atomic-size distances has been considered to be the important physical quantity in the explanation of the image contrast and resolution of the field ion microscope (FIM) (Müller and Bahadur 1956) even when disputes occurred as to whether the image formation resulted from variations of the gas concentration (Forbes 1972) or from the local ionization rate of the imaging gas molecules (Müller 1960). It now seems well established that, under normal imaging conditions, the rate-constant mechanism is dominant in determining local image contrast (Forbes 1985, de Castilho 1986).

The image in the FIM results from the ionization of gas molecules which, after ionization, are directed towards the screen (or detector) by a strong field. The position where ionization has occurred can then be inferred from the energy deficit of the molecules on arrival at the screen, compared with the energy that they would have for the full potential difference between sample and screen (Müller and Tsong 1969). Ionization distribution curves as a function of the energy deficit, or, equivalently, as a function of position, reveal several characteristics of the field ionization process. With most of the ionization occurring either close to the tip or far away from it ('freespace' field ionization-FSFI), parameters such as the width of the ionization zone or those necessary for field calibration can be determined from such curves (Müller and Tsong 1969, de Castilho and Kingham 1986).

Several years ago some structure was observed on the experimental ionization distribution curves (Jason et al 1965, 1966, Müller et al 1970), here denoted EDC

[^0]curves. The physical interpretation for at least part of such structure has been attributed to resonant tunnelling (RT) (Jason 1967) or to surface plasmons (SP) (Lucas 1971a, b). To give support to this interpretation, Jason and Lucas have compared experimental EDC curves with calculated ones based on the variation of local ionization rate constant with position. We call these calculated curves 'IR' curves. Appelbaum and McRae (1975), using a low-energy electron diffaction calculation technique, discussed the secondary peak structure ('Jason peaks') of the EDC curves theoretically. While the resonance tunnelling process has been favoured in interpreting the Jason peaks as compared with the surface plasmon theory (Hanson and Inghram 1976), the double-peak structure within the energy-deficit distribution associated with ions produced at or very close to the critical distance has been associated with the density of surface states (Jason 1967), as a result of its surface-dependent structure (Utsumi and Smith 1974, Hanson and Inghram 1976, 1977). In these calculations the gas concentration differences are neglected; in effect, the gas concentration is assumed to be uniform.

In this paper it is pointed out that the $\mathbb{R}$ curves are not themselves comparable with the ones obtained from experiment (EDC curves). This is because it is necessary to consider the possibility of the gas molecule being ionized before reaching the region close to the sample, i.e. the 'survival probability' must be taken into account. We also show that some structure on calculated distribution curves (CDC) can occur as a result of the local enhancement of the electric field and the surface proximity, even in cases where there is no structure at all present on the IR curves.

## 2. Theoretical method

We have performed one-dimensional numerical calculations based on a one-electron potential that is uniform within the metal, with height $\Phi$ corresponding to the work function. Outside the metal the potential results from the atomic-nucleus (hydrogenic) and the external field, i.e.

$$
\begin{equation*}
V=-Z e^{2} / 4 \pi \epsilon_{0} r-e F r \cos \phi \tag{1}
\end{equation*}
$$

as adopted by Haydock and Kingham (1981). In (1) $Z e$ is the effective nuclear charge, $r$ is the electron's position measured from the nucleus of the gas molecule and $\phi=\pi$, the direction of the electric field $F$. This is variable along the hyperboloid-shaped tip axis, according to

$$
\begin{equation*}
F(z)=F_{0}\left[\left(1+2 r / R_{\mathrm{t}}\right)^{-1}+2 R^{3} / z^{3}\right] . \tag{2}
\end{equation*}
$$

In the above equation (de Castilho and Kingham 1986) $z$ is the distance, measured along the tip symmetry axis, from the surface of an underlying 'smooth' hyperboloid of apex radius $R_{\mathrm{t}}$ and $F_{0}$ is the field at $z=0 . R$ is the radius of a half-sphere protrusion superimposed on the apex of the hyperboloid and it is intended to simulate a local increase of the field as a result of surface structure. It is worth mentioning that the values of $z$ to be used are greater than $R_{\mathrm{t}}$. For typical values of $R$ and $R_{\mathrm{t}}(\simeq 2$ and $600 \AA$ respectively) and values of $z$ of the order of $20 \AA$, the second term within the brackets of (2) is negligible (de Castilho and Kingham 1986).

The potential barrier to be tunnelled through by the electron, when the molecule is very close to the sample surface, exhibits a sharp cut-off at the model metal surface
(Haydock and Kingham 1981). This, as will be shown below, reduces the area of the barrier and affects the local value of the ionization rate constant.

Since the electron can only tunnel to empty states of the metal, there is a minimum distance (critical distance) from which ionization can occur (Müller and Bahadur 1956) which can be approximately expressed as

$$
\begin{equation*}
z_{\mathrm{c}}=(I-\Phi) / e F \tag{3}
\end{equation*}
$$

where $I$ is the ionization energy of the imaging gas molecule.
The polarized imaging gas molecules, under the effect of the non-uniform electric field of the FIM, drift towards the sample with a velocity at point $z$ that can be expressed as

$$
\begin{equation*}
v(z)=(\alpha / m)^{1 / 2} F(z) \tag{4}
\end{equation*}
$$

where $\alpha$ and $m$ are the molecular polarizability and mass, respectively. In (4) we neglect the thermal velocity and the process of accommodation of the gas molecule to the tip temperature (de Castilho and Kingham 1988).

If $\rho(z)$ is the gas molecule ionization probability per unit distance and a molecule is assumed to exist at point $z$, its probability of ionization when travelling a small distance $\mathrm{d} z$ is given by

$$
\begin{equation*}
\rho(z) \mathrm{d} z=\left(P_{\mathrm{e}}(z) / v(z)\right) \mathrm{d} z \tag{5}
\end{equation*}
$$

where $P_{\mathrm{e}}(z)$ is the ionization probability per unit time, i.e. the local ionization rate constant, which we simply call the rate constant. For a gas molecule moving from a point far away towards the tip of the FIM, the probability per unit length of ionization at point 2 (i.e. taking into account the possibility of it having been ionized before reaching $z$ ) is given by (de Castilho and Kingham 1986)

$$
\begin{equation*}
D(z)=\rho(z) \exp \left(-\int_{\infty}^{z} \rho\left(z^{\prime}\right)\left(-\mathrm{d} z^{\prime}\right)\right) \tag{6}
\end{equation*}
$$

Compared with the energy it would acquire if it notionally started from $z=0$, a singly charged gas molecule ionized at position $z$ reaches the screen with an energy deficit given by

$$
\begin{equation*}
E(z)=e \int_{0}^{z} F\left(z^{\prime}\right) \mathrm{d} z^{\prime} \tag{7}
\end{equation*}
$$

which is the 'electrostatic energy deficit'. There are, in fact, a variety of energy" deficit parameters that, although they can be related (Forbes 1976), have different meanings. In this work, when referring to the energy deficit, we mean the value given by equation (7).

We can now covert the probability of ionization per unit length, at position $z$, into a probability of ionization per unit energy range, at energy deficit $E$ corresponding to position $z$. Thus

$$
\begin{equation*}
D_{\mathrm{e}}(E)=D(z) / e F(z) \tag{8}
\end{equation*}
$$



Figure 1. The ratio between the ionization rate constants, calculated using Landau's analytical approach ( $P_{e}(z)^{\mathrm{LD}}$ ) and using the numerical method applied in this work ( $P_{\mathrm{c}}(z)^{\mathrm{NUM}}$ ), as a function of distance to the tip apex:,$- R=0.001 \AA_{;} \cdots \cdots$, $R=1.58 \AA$. See equation (2).


Figure 2. Ionization rate constant curves (IR) as functions of position for different values of $F_{0}$ ( $R_{t}$ $=200 \AA$ and $R=1.58 \AA$ ):,$- F_{0}=4.0 \mathrm{~V} \mathrm{~A}^{-1}$; $\cdots \cdots, F_{0}=3.6 \mathrm{~V}^{-1} ; \cdots, F_{0}=3.5 \mathrm{~V} \AA^{-1}$;
$\cdots \cdots \cdot \cdot F_{0}=3.4 \mathrm{VA}^{-1} ;-\cdot-F_{0}=3.3 \mathrm{VA}^{-1}$ i
$\cdots-F_{0}=3.2 \vee \AA^{-1}$.

The 'trajectory' of the gas molecule towards the tip is restricted to one dimension in order to keep the calculation tractable but still able to give reasonable values for experimental parameters (de Castilho and Kingham 1986).

In order to show the validity of the numerical method used here in the determination of the rate-constant, $P_{e}(z)$, we have calculated it at points along the tip symmetry axis using either the wKB numerical calculation or Landau's analytical expression (Landau and Lifshitz 1965), and then determined the ratio between this and the former. The analytical calculations, performed within the limits of validity of Landau's approach, i.e. in the region of low fields for the hydrogen atom, were done at points close to and increasingly far away from the surface. The ratio between the rate constants calculated by the two different methods, $P_{\mathrm{e}}(z)^{\mathrm{LD}} / P_{\mathrm{e}}(z)^{\text {NUM }}$, as a function of distance from the tip surface is shown in figure 1 . We have considered a smooth hyperboloidal surface for the tip surface and one with a superimposed protrusion. The sharp decreases in both curves of figure 1 result from the 'cut-off' of the potential barrier close to the surface, which is effective at larger distances when the local electric field enhancement is taken into account, i.e. when a protrusion is considered in the equation of the field (equation (2)). At points of FSFI the $P_{\mathrm{e}}(z)^{\mathrm{LD}} / P_{\mathrm{e}}(z)^{\mathrm{NUM}}$ ratio tends towards a constant value ( $\sim 0.82$ ).

## 3. Results

We performed a one-dimensional numerical calculation of the rate constant and distribution curves ( IR and CDC curves) for a $\mathrm{H}_{2}$ molecule moving along the tip axis towards the apex from a point far away. The calculations were performed for several
values of $F_{0}$, corresponding to different values of the potential difference between the tip and the screen, with the local field varying according to (2). The increase in the local field strength as a result of the surface structure, simulated in our model by the half-sphere protrusion, was varied by using different values of the half-sphere radius $R$.


Figure 3. Calculated distribution curves (CDC) for several values of $F_{0}$ as a function of: (a) position; (b) energy deficit ( $R_{\mathrm{t}}=200 \AA$ and $R=1.58 \AA$ ): -, $F_{0}=4.0 \mathrm{~V} \AA^{-1}$; $\cdots \cdots, F_{0}=3.6 \vee \AA^{-1} ; \cdots, F_{0}=3.5 \vee \AA^{-1} ; \cdot \cdot \cdot, F_{0}=3.4 \mathrm{~V}^{-1} ;-\cdot-$, $F_{0}=3.3 \vee \AA^{-1} ;-\cdots, F_{0}=3.2 \vee \AA^{-1}$.


Figure 4. The total probability of a particle being ionized during its 'first approach' to the tip for different values of $F_{0}\left(R_{\mathrm{t}}=200 \AA\right.$ and $\left.R=1.58 \AA\right):-F_{0}=$ $4.0 \vee \AA^{-1} ; \cdots \cdots, F_{0}=3.6 \mathrm{~V} \AA^{-1} ; \cdots, F_{0}=3.5 \mathrm{~V} \AA^{-1} ; \cdots \cdots, F_{0}=3.4 \mathrm{~V}^{-1}$; $-\cdots, F_{0}=3.3 \mathrm{~V}^{-1} ;-\cdots-F_{0}=3.2 \mathrm{~V}^{-1}$.


Figure 5. Variation of the calculated ionization distribution curve (a) and electric field (b) with different values for the radius of the superimposed half-sphere protrusion ( $F_{0}$ $=3.4 \mathrm{VA}^{-1}$ and $R_{\mathrm{t}}=200 \AA$ ): $-R=1.58 \AA ; \cdots \cdots, R=0.79 \AA ; \cdots, R=$ $0.001 \AA$. See equation (2).

Figure 2 shows the IR curves as a function of distance from the tip for different values of $F_{0}$. Figure 3 shows the CDC curves (equations (6) and (8)) as functions of position and energy deficit for different values of $F_{0}$. Figure 4 shows the total probability $(P(z)$ of the particle being ionized before reaching the tip during its 'first approach. Figure 5 shows the effect of the local enhancement of the electric field as a result of the surface proximity, here stimulated by changing the radius of the superimposed half-sphere on the calculated distribution curves, $\operatorname{CDC}(z)$.

In order to reproduce the experimental $E D C$ curves, direct comparisons have been made with calculated IR curves (Jason 1967, Lucas 1971a, b) by assuming that 'experimental data will be approximately related to this probability through multiplication by the rate of gas supply' (Jason et al 1973). As can be seen from figures 2 and 3(a) the peak values of $P_{\mathrm{e}}(z)$, numerically determined for equation (5), and of $D(z)$, in equation (6), do not necessarily occur in the same position. In the case of higher fields, when most of the approaching gas molecules are ionized before getting near to the sample, this causes the full curve of figure 4 to reach the value 1.0 at points about $10 \AA$ from the tip. In this region, the even higher field obtained due to its local enhancement, which results from the surface structure, causes an increase of the $\mathbb{R}$ curve at points where $D(z)$ has already reduced, or is very close, to zero. The IR curve is directly related to the distribution curve only for sufficiently low fields that the probability of ionization of the gas molecule away from the tip is negligible. For decreasing values of $F_{0}$, the peak of the full curve of figure $3(a)$ (corresponding to FSFI) moves towards the tip (de Castilho and Kingham 1986) while the total probability becomes smaller, as shown in figure 4 . This corresponds to an increase in the 'survival probability' (1.0-P(z)).

As pointed our by Jason et al (1973), the gas supply to the region where the ionization occurs results from two mechanisms: (i) from surface diffusion of atoms (accommodated or partially accommodated to the tip temperature) from the shank to the tip apex; and (ii) directly from the gas phase. In the determination of $D(z)$,
or alternatively $D_{\mathrm{e}}(E)$ (CDC curves), we have only considered the latter mechanism, having included the effect of polarization of the gas molecules by the external electric field.

We can see in figure 3 that for higher fields (when most of the ionization occurs away from the tip, as known from experiment) our curves $D(z)$ and $D_{\mathrm{e}}(E)$ exhibit the correct behaviour. This result is impossible to obtain by only considering the $I R$ curves, which do not take into account the 'survival probability'.

Figure $3(b)$ shows the characteristic experimental behaviour of curve 9 f of Jason (1967). For values of $F_{0}$ neither too small nor high enough to give FSFl, we can see a two-peak structure that is not related to resonance states, which were not included in our calculations. This can easily be seen in figure 3. The peak closer to the tip has two causes: (i) the local enhancement of the field close to the surface-see figure 5 , full and dotted lines; and (ii) the abrupt cut-off of the potential barrier as a result of the proximity of the surface. This can be seen in figure 5 (broken line) where, even for an almost negligible radius of the superimposed sphere, we have observed a sudden increase for the calculated ionization distributions. The other peak corresponds, in the case of higher fields, to the FSFI peak. The effects of these two aspects, (i) and (ii), can be seen in figure 1, for the hydrogen atom: the sharp ratio decrease resulting from the barrier 'cut-off' and the local enhancement of the electric field affecting the curves further away from the surface.

## 4. Summary

We have shown the necessity of considering calculated ionization distributions curves, $D(z)$ and $D_{\mathrm{e}}(E)$, in order to make comparison with the experimental distribution measurements, as opposed to the curves previously obtained by calculation for the local ionization probability per unit time, i.e. the rate constant. In doing so, we have been able to show the possibility of double-peak formation, which results from the electric field local enhancement and from the abrupt reduction of the tunnelling barrier, both resulting from the surface proximity. Previously, multiple peaks like these were associated with surface states. Further calculations are in progress in order to obtain finer details of the ionization distribution curves close to the critical distance, aiming towards a better determination of the ionization zone width. To do this properly, an improved determination of the critical distance is necessary, instead of use of the simplified form of (3). Image potential effects can also in some way affect the results at points close to the critical distance. The validity of the numerical method used was also shown, by comparing the results for atomic hydrogen at the conditions for which Landau's analytical treatment is considered valid.
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